Subjective matters: from image quality to image psychology
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ABSTRACT

From the advent of digital imaging through several decades of studies, the human vision research community systematically focused on perceived image quality and digital artifacts due to resolution, compression, gamma, dynamic range, capture and reproduction noise, blur, etc., to help overcome existing technological challenges and shortcomings. Technological advances made digital images and digital multimedia nearly flawless in quality, and ubiquitous and pervasive in usage, provide us with the exciting but at the same time demanding possibility to turn to the domain of human experience including higher psychological functions, such as cognition, emotion, awareness, social interaction, consciousness and Self. In this paper we will outline the evolution of human centered multidisciplinary studies related to imaging and propose steps and potential foci of future research.
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1. INTRODUCTION

Image quality has been one of the major topics of the Human Vision and Electronic Imaging (HVEI) conference throughout the 25 years of its existence. It has even become a tradition to dedicate one day of this yearly event to image quality with typical sessions such as Early Vision Image Quality and Higher-Level issues in Image Quality. This does not mean that there was no interest in image quality before 1988. In an extensive historical overview Chandler pointed out that since the end of the 1920’s image quality has systematically been investigated in relation to evaluating optical systems and analog television broadcast and display systems. In the 1950’s, for example, engineers at British Telecom already started to look into the relation between perceived image quality and the corresponding degradation or impairment, the way multiple degradations combine into an overall quality judgment and the development of appropriate subjective evaluation methods. This resulted in J.W. Allnatt’s “Law of Subjective Addition” stating that impairment is inversely proportional to image quality and that distinct impairments add up when they occur simultaneously. He also introduced the well-known 5-point grading scales, ranging from “bad” to “excellent” and “very annoying” to “imperceptible” for assessing image quality and impairment respectively, that can still be found in Recommendation ITU-R BT-500 “Methodology for the Subjective Assessment of the Quality of Television Pictures”. Later on, the relation between image quality and impairment was found to be linear, while Minkowski metrics proved to be a better way of combining simultaneously occurring impairments into one overall impairment score. An interesting observation from studies like this one was that there are no fundamental differences in image quality assessment for analog and digital image material.

In 1987, Watson made an important distinction between perceptually lossless and perceptually lossy image coding, thus acknowledging the relevance of understanding and modelling the impact of coding artifacts on perceived image quality. Research into image integrity or artifactual quality, referring to the relation between coding artifacts and image preference, became an important focus of the HVEI conference, in particular in the first years of the conference (but see Chandler for a continuous interest in this topic). The approach consisted of incorporating low-level human visual system (HVS) models into image quality metrics. This was inspired by the idea that the human
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visual system has remained constant over time, that is, “…Although personal preferences can and do change over time and do vary from person to person, the underlying neural circuitry and biological processing strategies have changed little over measurable human history…”11. It was therefore hoped that such HVS-based models could accurately predict and describe perceived image quality. Unfortunately, even at threshold level this turned out not to be true as was nicely illustrated in an experiment on error visibility for stills taken from compressed video material11. The results of this experiment clearly showed that non-experts are less sensitive to the “…very small and localized…” artifacts (block-structures, quantization noise and blur) than the experts but also that experts with detailed knowledge of the algorithm employed were slightly more sensitive than experts without this knowledge. But the really interesting observation was that the expert who had taken part in the development of the algorithm was only more sensitive to the coding errors in the two images that were used to develop the algorithm. For the other image, unknown to him, “…his lack of advance knowledge led to more or less random results…”11. Apparently, the well-informed experts knew exactly where to look for the artifacts, a finding that cannot be accommodated by most of the low-level HVS-based models.

Although the focus in image quality research on quantifying and eliminating distortions and artifacts caused by capture, transmission, compression and reproduction employed in modern imaging systems benefitted a wide variety of applications, and has become “an active subdiscipline of image processing”11, a different line of inquiry has been emerging in recent years, inspired by observations of individual preferences, the role of scene content and higher level cognitive processes involved in evaluating image quality.

This paper presents a brief overview of the research trends that developed in the context of image quality evaluation and are reflected in the publications of the HVEI conference and elsewhere. These trends point toward image psychology as a nascent field of investigation, where the emphasis is on the full spectrum of human reactions to images and media rather than on the assessment of image quality and visibility of distortions. As we will show, in this line of research the primary focus shifts from the image, to the user.

2. IMAGE QUALITY: BROADENING OF SCOPE

2.1. From fidelity to enhancement

As mentioned earlier, to address artifacts involved in capture, compression, transmission and reproduction of images in electronic imaging systems, low-level HVS models were developed and incorporated into image quality metrics12,13,14,15,16,17. The aim was to evaluate and predict the visibility of distortions introduced within an image processing chain in comparison to the original undistorted image. This approach was constrained by the characteristics of the baseline original image, often implicitly assumed to be an artifact-free optimum. This assumption effectively led to equating image quality and image fidelity. However, as Silverstien and Farrell have shown for images with halftone textures19, there was only a moderate correlation between image fidelity and image quality. Moreover, the earlier studies on color reproduction of film-based photographic images provided the evidence that colorimetrically accurate reproduction of natural scenes does not necessarily ensure the highest image quality results. On contrary, systematic distortions for certain object colors (the colors of skin, sky and grass) were preferred19,20,21,22. These effects were shown to relate to memory (memory colors) and were culture dependent. As an example, the preference for the color of skin was close to the mean memory color for Caucasian flesh (x,y) = (0.3548, 0.3441) under Illuminant C, while being significantly different from the natural Caucasian flesh color under the same illuminant (x,y) = (0.3786, 0.3463)19. These and other related experimental investigations published in the 1950s-1980s, seemed to be among the first ones to consider higher level psychological functions for image quality1. They also indicated the possibility of achieving a superior image quality, beyond a “true” reproduction.

Further studies of color variations of digital images in perceptually uniform color spaces and their effects on global perceptual attributes and image quality have shown that indeed, a reliable enhancement of image quality can be produced by selectively increasing chroma or saturation values of image pixels and thereby increasing image colorfulness24,25,26,27,28. The upper limit of a colorfulness increase still having a positive impact on image quality
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was constrained by the apparent naturalness, which was thought to reflect the knowledge of real-world scenes stored in memory. The aforementioned studies effectively demonstrated that there exist types of image manipulation that reflects conditions and corresponding perceptual and cognitive processes occurring in every day human experience: in all scenes except a highly saturated professionally photographed portrait, a measured increase in colorfulness accompanied both, higher quality and naturalness ratings.

2.2. The role of visual attention

In trying to improve models of image quality, researchers turned to the concept of the region of interest (ROI): an image area that has a relatively larger weight compared to other local areas when different treatments of various local areas are considered and when different distortions in the image are summated in an image quality metric. This led to focusing on saliency maps and the role of selective visual attention in defining ROI using data from image analysis and visual attention modeling, and consequently, to expanding image quality research toward studying image viewing behavior during image evaluation tasks and task-free viewing via gaze tracking to record eye fixations. The results showed that image quality metrics can be improved by considering visual attention data. At the same time, observations highlighted the importance of higher level information about scene objects and user experience when defining ROI. It was found, that fixation maps did not fully coincide with the user defined ROI during image evaluation for quality or importance, and the highest improvement in image quality metrics can be obtained using fixations recorded not during judging image quality, but in a task-free viewing condition.

3. INDIVIDUAL DIFFERENCES IN IMAGE VIEWING AND EVALUATION

3.1. Individual differences in quality judgments

Individual differences in quality judgments have been the subject of research in several studies. In particular, significant differences were observed between expert and non-expert viewers, underscoring the role of prior knowledge and experience in detecting and assessing various image artifacts. Here we present results for image quality modeling for individual observers based on feature extraction using data obtained in a previously reported study. In that study subjects evaluated 126 color images of varying quality presented on a monitor screen.

Table 1. Image quality prediction based on computed features with non-zero coefficients

<table>
<thead>
<tr>
<th>Feature</th>
<th>SubjectR</th>
<th>SubjectI</th>
<th>SubjectL</th>
<th>SubjectRk</th>
<th>SubjectC</th>
<th>Avg data</th>
</tr>
</thead>
<tbody>
<tr>
<td>maxL</td>
<td>-0.39</td>
<td>-0.64</td>
<td>-0.34</td>
<td>-0.63</td>
<td>-0.40</td>
<td>-0.47</td>
</tr>
<tr>
<td>minL</td>
<td>-0.64</td>
<td>-0.40</td>
<td>-0.86</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>average L</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.20</td>
</tr>
<tr>
<td>average L/Bckgr</td>
<td>0.30</td>
<td>0.25</td>
<td>0.34</td>
<td>0.24</td>
<td>0.19</td>
<td></td>
</tr>
<tr>
<td>maxC</td>
<td>0.38</td>
<td>0.69</td>
<td>0.35</td>
<td>0.37</td>
<td></td>
<td></td>
</tr>
<tr>
<td>stdevC</td>
<td>0.59</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>range contrast</td>
<td></td>
<td></td>
<td></td>
<td>0.35</td>
<td>0.39</td>
<td>0.45</td>
</tr>
<tr>
<td>sp.frequency ratio</td>
<td>0.25</td>
<td>0.29</td>
<td>0.54</td>
<td>0.25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>edge contrast</td>
<td></td>
<td></td>
<td>-1.00</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>max horizontal gradient</td>
<td>0.66</td>
<td>0.40</td>
<td>0.92</td>
<td>0.28</td>
<td>0.36</td>
<td></td>
</tr>
<tr>
<td>min horizontal gradient</td>
<td></td>
<td>-0.33</td>
<td>-0.38</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>edge width</td>
<td></td>
<td>-0.51</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>edge sharpness</td>
<td>0.36</td>
<td>0.51</td>
<td>0.63</td>
<td>0.89</td>
<td>0.26</td>
<td>0.53</td>
</tr>
<tr>
<td>color area contrast</td>
<td></td>
<td></td>
<td></td>
<td>0.48</td>
<td></td>
<td></td>
</tr>
<tr>
<td>R²</td>
<td>0.53</td>
<td>0.44</td>
<td>0.53</td>
<td>0.52</td>
<td>0.573</td>
<td>0.56</td>
</tr>
</tbody>
</table>
Table 1 lists weighted feature combinations selected through multiple linear regressions to predict image quality ratings for five individual observers and for the ratings averaged among all observers. As evident from this table, individual predictions assessed via $R^2$ were similar to the averaged data, wherein the feature combinations varied in each case. Based on these data it can be suggested that different subjects are selectively tuned to specific image features and weigh them differently. A tendency to differently weigh various attributes in overall image quality rating between viewers has been shown previously making the explanation plausible.

3.2. Individual differences in visual harmony

Important differences between observers were found in evaluating images along aesthetic dimensions. As an example, we are providing individual data from an experiment, where we collected scores for visual harmony for thirty four simplified images produced by pixelating high resolution images of diverse content as explained elsewhere. Figure 1 below plots individual ratings for two different subjects, S1 and S2, as a function of edge contrast computed from the image data. From the results, a conclusion can be made that these two subjects have probably based their judgements to a significant extent on the edge contrast with the $R^2$ equal or higher 0.60 for both of them. However, there is a clear difference between the subjects. While for S1 (the left-hand side of the graph) the correlation between harmony and the edge contrast is negative, with the lower perceived harmony corresponding to the higher edge contrast, S2 data (the right-hand side of the graph) show positive correlation between harmony and the edge contrast. If the data for these two subjects were averaged together, we would not be able to establish this relationship.
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Figure 1. Individual harmony scores for two subjects (Y) versus edge contrast (X) based on the data obtained in 50.

3.3. Individual differences in image viewing

There is an increasing interest in understanding individual differences in image viewing behavior. Such differences were recorded in a study where observers were asked to view images selected to represent five different categories, e.g. handshake (two people standing near each other, shaking hands); main object in uncluttered background (a prominent object around the center of the image, on an uncluttered background); crowd (cluttered scenes with many people); landscape (natural landscapes, without people); and miscellaneous (still lives, and people). Dissimilar eye fixation patterns among observers were found for landscapes, crowd and miscellaneous images, while consistent fixation patterns were found for the object and handshake categories.

Aiming to explain individual variations in eye movements, a recent study discovered that individual differences in human saccadic eye movements were relatively stable across images varying in format, content and quality. These patterns according to the authors reflect systematic endogenous factors that differ across individuals but are stable within an individual from one viewing situation to another. In another publication, the observers’ gender appears to play a role in gaze behavior through modulating top-down influences on visual attention. It was found that during watching and listening video clips, men gazed more often at the mouth while women fixated the eyes of the speaker.
This discrepancy hypothetically arises from different integration strategies of visual cues in selecting the target of attention between men and women.

4. PREFERENCES, AESTHETICS AND EMOTIONS

With the ability to create high quality images, their proliferation on the Internet, and a wide range of available manipulations scientists turn to investigating why certain images are more attractive than others: is it because of their aesthetic quality, or because users are interested in the subject matter? Do generic images evoke a detectable emotional response that can be reliably predicted? Which images do people remember readily and which do they easily forget? Questions like that shift the research focus more and more onto a user and their reactions: toward the domain of psychology.

Shimojo\textsuperscript{54} studied behavioral and neural correlates of a preference decision in free observation of different object categories (such as faces and natural scenes) depending on the level of familiarity and novelty acquired during the experiment. The results showed that the observer’s gaze is biased towards the to-be-chosen stimulus (e.g. face) long before they are consciously aware of the decision (“gaze cascade effect”). Also, both novelty and familiarity causally contributed to preference, but differently across object categories. Chu et al.\textsuperscript{55} have found that viewers rated images as having significantly higher interestingness when the faces of people on the images were morphed with their own face, or with the faces of celebrities or their colleagues. Interestingness was further increased when the scene context was less familiar. Other papers discussed preferences in the context of color selection\textsuperscript{27,56}.

High technical quality standards and creative applications for consumer digital photography led to the interest and focus on aesthetics, aesthetic quality and understanding aesthetics – previously the domain of art critics, visual studies and psychology of art. Papers on aesthetics were present at the HVEI for a relatively long time (see, for example\textsuperscript{57}) but the emphasis was primarily on colors\textsuperscript{57} or paintings or special effects in photo editing. Recently, the topics of image aesthetics and emotion received a much more prominent focus from human vision, image processing and computer vision communities\textsuperscript{58,59,60,61,62,63,64,65,66,67} which could easily warrant a separate review.

5. THE ROLE OF CONTENT

5.1. Image appeal

Savakis et al.\textsuperscript{68} have proposed a concept of image appeal that they found to be particularly important for automatic albumung applications. They defined image appeal by the interest that a picture generates when viewed by third-party observers in situations when the viewers are faced with the need to select and rank pictures within a group corresponding to a single event. They conducted an experiment asking participants to rank pictures in groups based on their relative appeal within their group and provide comments on the factors that influenced their decision. The observers were to look at a group of pictures from a single event and respond with a selection of which picture should receive the most attention in a photo album which was then assigned the maximum appeal number. Other pictures within the group were ranked in comparison to that emphasis picture. Using participants’ comments, a list of both positive and negative influences was compiled and the influences were grouped into categories related to people, composition, subject, and objective metrics (colorfulness, brightness, lighting, blur, contrast, etc.). They concluded that image appeal is related to image quality only with respect to the influences in the category of objective metrics, while the majority of influences that are much more significant belong to the categories of people, composition, and subject, and therefore a new set of metrics are needed.

The significance of this study was in that it pointed out the “wrong” vector of existing image quality metrics if we were to develop applications that help people select and share images. The content should be a key factor.
5.2. Image quality and the Facebook phenomenon

In February 2011 for the first time Facebook allowed to store high resolution photos increasing the size to 2048 pixels on the largest edge. The progression from 2009 to 2011 is illustrated in Figure 2 below. Since then Facebook continues to increase picture quality and now allows full screen viewing.

However, if we look back at the 2010 data – there were 3+ billion photo uploads per month with the estimated 36 billion photo uploads per year. People were sharing and printing their images notwithstanding the resolution and quality. This meant they were ready to trade off image quality for something more valuable.

5.3. Image Value

How to define value? According to WorldNet and The American Heritage® Dictionary of the English Language VALUE is:

n 1: a numerical QUANTITY measured or assigned or computed; "the value assigned was 16 milliseconds"
2: the QUALITY (positive or negative) that renders something desirable or valuable; "the Shakespearean Shylock is of dubious value in the modern world"
3: the amount (of MONEY or goods or services) that is considered to be a fair equivalent for something else; "he tried to estimate the value of the produce at normal prices" [syn: economic value]
4: Worth in USEFULNESS or importance to the possessor; UTILITY or merit: the value of an education.
5: an IDEAL accepted by some individual or group; "he has old-fashioned values"

v 1: HOLD DEAR; "I prize these old photographs" [syn: prize, treasure, appreciate]

These definitions point toward several aspects of value and interestingly, image value, with the emphasis on a personal emotional connection (see v 1).

In order to understand the relationship between image value and image quality we conducted a pilot experiment asking 5 participants to evaluate image value of their own images (how valuable an image is for you?) captured in a 4 week-period. All images photographed during that period were included in the evaluation. We also pre-screened our participants to ensure they had photographed events in their lives. In addition we also collected image quality judgments from a group of 4 observers experienced in judging image quality. All evaluations were done on a 100-
point scale. Figure 3 illustrates the relationship between the rating of image value and image quality. Based on these results we can suggest that image value and image quality are different concepts. They seem to capture different “realities”, and therefore, as suggested by Savakis et al.\(^8\) we need different approaches to study them. We believe that in this line of inquiry the focus will be on the user and the full spectrum of the user imaging experience. We would like to call it the psychology of images.

![Figure 3. The ratings of image value (Y) versus image quality (X).](image)
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